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Greater Commitment Needed To
Solve Continuing Problems At
Three Mile Island

The Nation's first major accident at acommer-
cial nuclear-powered electricity generating

station occurred at Three Mile Island over 2
years ago, yet the resolution of the resultant
problems is still subject to regulatory and fi-
nancial uncertainty. Consequently, little prog

ress has been made to clean up the damaged 116218
facility or alleviate the extreme financial stress
placed upon its owners.

The remedies required to resolve the continu-
ing problems at Three Mile Island will require
unprecedented coordination and commitment
by Federal and State regulatory bodies, the
electric utility industry, the financial com-
munity, and the owners of the damaged facil-

ity.

To safeguard against similar problems in the
future, the Nuclear Regulatory Commission
should develop accident recovery guidelines

and ensure that increased property insurance
coverage is available for nuclear facilities.
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COMPTROLLER GENERAL OF THE UNITED STATES
WASHINGTON D.C. 20848
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To the President of the Senate and the
Speaker of the House of Representatives

This report examines several key issues involving the
financial status of the General Public Utilities Corporation,
the need for and source of funding to clean up the damaged
nuclear reactor at Three Mile Island, and the prospects for
continued reliable electric service to Pennsylvania and New
Jersey consumers., It also examines bankruptcy as a solution
to the utilities' financial problems, and the need for
(1) increased property damage insurance coverage on nuclear
reactors and (2) an improved regulatory environment for
nuclear accident recovery efforts. We believe there is a
role for the Federal Government in the accident recovery
effort and have recommended Congressional support for a
Federal research and development program. We have also
recommended that the Nuclear Regulatory Commission follow
the expansion of property insurance coverage for nuclear
units by the private sector and develop guidelines to
expedite any future accident recovery efforts.

We undertook the review at the request of Represen-
tatives Allen Ertel, James J. Howard, and Morris K. Udall,
and Senators Bill Bradley, Gary Hart, John Heinz, Jennings
Randolph, and Alan K. Simpson. Several other Members have
also expressed interest in this effort. Because of this,
the requesting Members agreed that the report should oe
addressed to the Congress as a whole.

Copies of this report are also being sent to the Director,
Office of Management and Budget; the Secretary of Energy; and
the Chairman, Nuclear Regulatory Commission.

Acting Comptroller General
of the United States






COMPTROLLER GENERAL'S
REPORT TO THE CONGRESS

THREE MILE ISLAND

DIGEST

The nuclear accident at Three Mile Island
(TMI) on March 28, 1979, placed a major
electric utility system—--the General Public
Utilities Corporation (GPU)--on the brink of
insolvency while faced with a multi-year,
$600-million unfunded cleanup operation that
must be completed under uncertain regulatory
constraints. More than 2 years after the
accident, a number of important questions
remain unanswered:

--Can the utility companies comprising
the GPU System continue to provide
reliable power to their 1.5 million
customers?

--Can the utilities remain financially
viable?

--What are the prospects for cleaning up
the radioactive TMI-2 reactor building,
and how much will it cost?

~--Where will the cleanup money come from?

--What can be done to protect the financial
and operational integrity of other utility
companies that might suffer similar major
accidents?

At the request of eight Members of Congress,
the General Accounting Office (GAO) reviewed
the current and prospective status of GPU and
concluded that:

--Replacement power for the TMI units is
available, but future System reliability
is questionable unless funds are made
available to increase construction and
maintenance above present restricted
levels.

--The financial condition of GPU continues
to deteriorate, and unless sufficient rate
relief is granted to restore its financial
credibility, its future as a provider of
electric power is in doubt.
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--Cleanup of TMI-2 is technologically feasible
but the uncertainties surrounding the source
of the estimated $600 million needed for the
task and the regulatory environment in which
it must be done have yet to be resolved.

--The expeditious cleanup of TMI-2 and the
benefits that can be derived are significant
enough to warrant the financial participation
of several parties rather than putting the
entire burden on any one entity.

--State officials in Pennsylvania and New
Jersey should take the leadership role in
assembling the financial assistance needed
for the cleanup.

--On-site property insurance coverage needs
to be increased to levels that the Nuclear
Regulatory Commission (NRC) determines to
be adequate if other utilities are to avoid
the financial and operational stress suffered
by GPU in the event of another major accident.

--Better defined regulatory guidelines for
nuclear accident recovery efforts are needed
to minimize the delays and added costs that
have occurred at TMI-2.

THE ACCIDENT HAS AFFECTED

POWER SUPPLIES AND ALTERED

SYSTEM PLANNING

The TMI-2 accident and the unavailability of

the undamaged TMI-1 generating unit necessitated
an unusually heavy reliance on purchased power

to economically meet the GPU System's energy
requirements. These purchases amounted to over
12 billion kilowatt hours in 1980, nearly three
times the amount purchased in 1978. The current
excess generating capacity in neighboring utility
systems has enabled GPU to meet its energy require-
ments to date but these short-term purchases do
not enhance the System's longer-term reliability.
(See p. 8.)

The accident, and its affect on the System's
financial capabilities, has adversely affected
GPU's plans for providing power over the next
two decades. Pre-accident plans called for the
addition of a number of new generating units
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beginning in 1983 and continuing until 1992.

The loss of earnings and restricted access to
capital markets resulting from the accident,
coupled with a reduction in consumer demand,
resulted in GPU deferring new project completion
dates or cancelling the projects entirely.
Unless the rate of growth in consumer demand

is less than expected, GPU will have to continue
its reliance on outside power purchases to meet
future energy demands longer than expected with
a potential decrease in reliability of service.
(See p. 7.)

A detailed analysis of GPU's future reliability
and cost of energy was performed by the Department
of Energy (DOE) staff as part of this study.
Using a base case scenario that projected GPU's
current generating capacity additions and load
growth forecasts through 1994, the analysis
estimated the relative magnitude of changes in
incremental revenue requirements and total power
purchases under varying operating conditions.

The analysis showed that the average annual re-
venue requirement attributable to not restarting
the undamaged TMI-1 unit was nearly $421 million.
I1f both TMI units are not returned to service

and a large firm-purchase is not completed,

the average annual cost to the GPU System could
increase by $1.1 billion per year. If this
occurs, GPU's dependence on neighboring utilities
for power supplies would increase to the point
where reliable service could not be assured.

I1f GPU were able to clean up and restart the
damaged TMI-2 unit in 1986--two years earlier
than currently planned--the System's annual
average revenue requirements would be reduced

by about $30 million. (See pp. 9 to 11.)

One of the most influential factors affecting
future power needs is the rate of change in

the consumer demand for power. If the rate of
load growth were reduced from the 2.6 percent
forecast used in the base case scenario to 1.6
percent, the annual average revenue requirement
could be reduced by nearly $470 million.

(see p. 11.)

GPU'S FINANCIAL CONDITION

CONTINUES TO DETERIORATE

GPU's financial recovery continues to be
adversely affected by the limited rate relief
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allowed by State regulators and the millions of
dollars in unrecovered costs which are being
expended for non-cleanup activities on the TMI
units. The long-term operation of the System
could be adversaly affected if GPU is unable to
regain its access to capital market funding for
refinancing its debt and making capital improve-
ments. Wwhile GPU is able to obtain some short-
term loans, this arrangement can only help the
company to a limited extent. The present loan
agreement is due to expire on October 1, 1981.
(See pp. 21, 22, 33 thru 35.)

The GPU companies are being allowed by their
regulatory commissions to recover from customers
about $605 million for purchased power costs.
This includes current costs through June 1981 as
well as some costs that were previously defer-
red. These measures do little to alleviate
GPU's financial problems, however, because the
commissions have offset the increased energy
costs by reducing the companies' revenues from
base rates by a total of $326 million during

the same period. In addition, uninsured costs
incurred for accident recovery efforts have been
borne by GPU stockholders because GPU has not been
allowed to pass them on to the ratepayers.

This has placed an additional constraint on

the companies' already limited cash resources.
(See pp. 25 thru 28.)

GPU expected to obtain some financial assistance
from the capital market by 1982, but this is

now considered to be highly unlikely. As a
consequence, the companies will have to continue
their dependence on internally-generated funds
and short-term borrowings for capital financing
requirements. If the total capital financing
needs of the companies of more than $2.7 billion
over the next 5 years are not met, serious
questions arise regarding the continued ability
of the System to provide adequate electric power
to its customers and to remain financially sound.
(See p. 34.)

FUNDING FOR TMI-2 CLEANUP
MUST BE RESOLVED TO INSURE
GPU'S FINANCIAL VIABILITY

As of December 31, 1980, GPU had spent about
$180 million in its accident recovery effort,
yet much remains to be done in decontaminating
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the containment building. Four major accident
recovery cost estimates, including funds pre-
viously expended, were made in 1980. The
estimates ranged from $652 million to $1.3
billion--net of $300 million in insurance pro-
ceeds. (See pp. 42 and 44.)

A cleanup cost estimate prepared in April 1981,
projected that the remaining cleanup process

will cost about $600 million~-net of remaining
ingsurance proceeds. A proposed cost-sharing

plan by the Governor of Pennsylvania on July 9,
1981, estimated the cleanup costs at $760 million
--including operation and maintenance expense

and $90 million of insurance proceeds remaining
as of January 1982. Improvements in the regu-
latory environment and the cleanup methodology
could reduce these estimates, but they appear to
be reasonable for current planning purposes given
the present regulatory and financing uncertainties.
(See pp. 44 thru 46 and 71.)

The cost estimates for cleanup will be about
the same regardless of a decision to restore

or decommigsion TMI-2. A final decision cannot
be made, however, until the damaged fuel is
removed and a closer examination of the nuclear
reactor components is completed. (See pp. 47.)

GPU has budgeted about $60 million for TMI-2
expense in 1981 with about $40 million covered
by insurance. If this expenditure level
continues, insurance proceeds will run out in
late 1983 with much of the cleanup work undone.

To complete the cleanup as scheduled, about
$100 to $150 million a year will be needed.
According to some investment analysts, it is
extremely doubtful that GPU will be able to
borrow the needed funds for other capital
requirements, such as bond retirements, as long
as the company and its stockholders continue to
be solely responsible for TMI-2 cleanup costs.

The threat of bankruptcy appears to have passed,
but GPU's inability to renegotiate a favorable
short-term borrowing agreement in October 1981,
or refinance its maturing bonds in 1983, could
still trigger such an event. Although there are
too many uncertainties to specifically state
what would be best for GPU, it appears that
costs to GPU's consumers--and those of other



utility companies as well--will be higher if GPU
goes into bankruptcy. One study has estimated
that the added costs for new debt and equity

could increase by $400 million annually because

of the increased risks perceived by investors.

It also is not clear that bankruptcy would resolve
GPU's financial problems or accelerate the cleanup
of TMI-2. (See pp. 34 and 49 thru 54.)

OPTIONS FOR FINANCING

TMI-2 CLEANUP

A number of options have been proposed to
provide support for the TMI-2 cleanup. wWhile
each may have some degree of acceptance, a
combination of some of the more doable options
would probably be the most equitable. GAO
selected six options as representative of the
kinds of support that are being proposed:

--New ownership of the TMI units.
(See pp. 56 and 57.)

--A nuclear fuel enrichment surcharge.
(See p. 58)

--A mandated insurance assessment for nuclear
reactors. (See pp. 59 and 60.)

--Increased consumer rates, possibly supple-
mented by some portion of stockholder
earnings. (See pp. 61 thru 67.)

--Federal research and development assistance.
(See pp. 67 and 68.)

--Electric utility industry support.
(See pp. 69 and 70.)

PROPERTY INSURANCE COVERAGE

FOR THE INDUSTRY NEEDS TO

BE EXPANDED

An early stumbling block to the growth of the
nuclear industry was its inability to obtain
adequate third-party liability insurance. The
Congress took action through the Price-Anderson
Act of 1957 to develop the necessary insurance
coverage and thereby foster the growth of the
industry. Although both liability and property
insurance coverage have grown since 1957, the
TMI accident has demonstrated that the $300
million of property insurance available at the
time of the TMI accident was inadequate.
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Some increase in property insurance coverage

has occurred since the accident at TMI, but
nuclear units still remain underinsured because
insurance companies have been reluctant to commit
their resources to an industry that is perceived
as stagnant. Different methods for providing
additional coverage are being explored by the
utility and private insurance industries with
some prospects for increasing coverage to

$§1 billion., (See pp. 81 thru 86.)

Mandatory utility self-insurance might be
needed if the industry is unable to obtain
the level of coverage determined to be
adequate by NRC through voluntary means

in a timely manner. While there has been
some favorable response to this proposal,
congressional action will probably be
required to give NRC authority to require
such coverage. (See pp. 87 and 88.)

Current legislative proposals would involve
the Federal Government more directly in
providing additional property insurance
coverage. Through the formation of a quasi-
governmental insurance corporation, mandatory
premiums would be collected from utility
companies to cover both future accident losses
and part of the TMI-2 cleanup costs. The
legislation provides that the corporation
would be converted to a private mutual in-
surance company at some future date.

(See pp. 59, 60, 88 and 89.)

NRC REGULATORY CHANGES NEEDED FOR

FUTURE ACCIDENT RECOVERY EFFORTS .

NRC's response to GPU's accident recovery
needs was not as constructive as it might
have been. The initial priority given to

its activities in responding to the accident
diminished and lengthy delays in obtaining
NRC approval for specific actions began to
adversely affect GPU's recovery efforts.

The problems were compounded because NRC
relied on GPU to initiate all the proposals
as to how to proceed with the cleanup effort
while NRC simply reacted to them. There was
little or no consideration given to the unique
conditions that existed at TMI-2 and the

need for a departure from the routine way of
carrying out its regulatory responsibilities.
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NRC had approved GPU's plan for cleaning up
the auxiliary building by mid-October 1979,
but took 25 months from the time of the
accident to make a decision on cleaning up
the more highly contaminated water in the
containment building. Although the proposed
technology was not new, NRC believed it had a
responsibility to assess the environmental
impact of the cleanup process and allow
opportunity for public input into its final
decision. (See pp. 90, 93 and 94.)

Current regulatory efforts appear to be
responsive to GPU's needs but it is too early
to tell whether the change will be sufficient
to allow GPU to expedite the cleanup activities.
The lessons learned from the TMI-2 experience
should provide a good basis for a change in
NRC's approach to a major accident recovery
effort. (See pp. 94 and 95.)

RECOMMENDATIONS TO THE CHAIRMAN,
NUCLEAR REGULATORY COMMISSION

Because another nuclear accident at an under-
insured utility company could seriously affect
public health and safety, GAO recommends that
NRC closely follow the current efforts of the
insurance and utility industries to increase
insurance coverage to what it determines to

be an acceptable level. GAO further recommends
that no later than December 31, 1981, NRC assess
the progress being made. This assessment should
include an evaluation of the insurance available
in the private sector and a determination as

to whether a mandated insurance coverage program
is necessary.

To mitigate future regulatory constraints on
nuclear accident cleanup activities, GAO
recommends that NRC establish a set of guidelines
that would facilitate the development of recovery
procedures by utility companies in the event

of other nuclear reactor accidents.

RECOMMENDATION TO THE
SECRETARY OF ENERGY

To assure the availability of funding needed
to complete an expanded research and develop-
ment program at TMI, GAO recommends that DOE
prepare a multi-year budget proposal for Federal
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participation in the TMI cleanup effort and
present it to the Congress. The budget pro-
posal should recognize the primary leadership
role of State officials in working with GPU
and the industry in the cleanup effort and
within that parameter should clearly specify
the objectives to be achieved by the Federal
involvement, the work steps required in each
fiscal year, the application of the program
results, and the total funding needed to
successfully meet the research and development
objectives.

RECOMMENDATIONS
TO THE CONGRESS

Given past congressional support for the commercial
development of nuclear power, the continued Federal
regulatory oversight of nuclear reactor operations
and radiocactive waste disposal, and the need

to reduce the economic burden imposed by the TMI
accident as much as possible, GAO recommends that
the Congress provide the required multi-year
funding to DOE for its research and development
program at TMI.

GAO further recommends that the Congress
closely follow the current efforts to resolve
the funding problems for the TMI-2 cleanup
through State and utility industry financing
and DOE's research and development program.

If these State-led efforts are not successful,
GAO recommends that the Congress devise a
mechanism which would serve to obtain the
required financial assistance to complete the
TMI-2 cleanup.

AGENCY COMMENTS AND OUR EVALUATION

GAO provided a draft copy of its report to NRC
and DOE for review, and both agencies responded
with comments. (See app. I and II.)

The Nuclear Regulatory Commission agreed with
GAO on the need to increase insurance coverage
and stated that the NRC staff will keep abreast
of the two current proposals outlined in the
report. - NRC pointed out that it has a proposed
rule out for comment that, if approved as a

final rule, would require power reactor licensees
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to provide the maximum amount of property
insurance available. NRC d4id not comment

on our recommendation that it determine an
acceptablc level of insurance coverage. GAO
believes this to be a critical element in
monitoring industry efforts to increase
insurance coverage since the maximum amount

of insurance available may not be sufficient

to cover the full costs of an accident recovery
effort.

NRC did not disagree with the GAO recommendation
that it develop accident recovery guidelines

but suggested that additional clarification was
needed as to what the guidelines should include.
Accordingly, GAO expanded its previous discussion
of this need by defining some of the matters that
might be covered in the guidelines that would be
useful in developing acceptable accident recovery
procedures in the minimum amount of time.

(see p. 97.)

The Department of Energy disagreed that a multi-
year funding proposal for its proposed 3-year
research and development program is necessary.
DOE believes that the normal annual review and
Congressional authorization and appropriation
processes will assure the program's consistency
with DOE's objectives and the cleanup needs.

GAO believes, however, that a commitment of
Federal sector support for the TMI-2 cleanup

is extremely important in eliciting the support
of other interested parties and that such

support can best be expressed through an approved
financial commitment for the entire effort rather
than simply a multi-year plan with no total funding
commitment to insure its successful completion.
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CHAPTER 1

INTRODUCTION

In a December 12, 1980, letter, eight Congressman jointly
requested that we analyze several issues related to the future
role of the General Public Utilities Corporation (GPU) as a
provider of electric power in Pennsylvania and New Jersey.

We were asked to respond to a number of questions relating

to (1) the costs of cleaning up the nuclear-powered Three Mile
Island (TMI) generating unit; (2) the financial status of

GPU and its subsidiary companies; (3) reorganization alter-
natives for GPU; (4) the effects of the accident on the
companies, their shareholders, and consumers; and (5) alter-
natives available to the Federal government in the event

one or more companies become insolvent.

OVERVIEW OF GPU

GPU is an electric utility holding company owning the
outstanding common stock of its three operating companies:
Jersey Central Power and Light Company in New Jersey, the
Metropolitan Edison Company (Met Ed), and Pennsylvania Electric
Company (Penelec) in Pennsylvania. GPU's investment in the
common stock of the three companies is about $1.4 billion,
or 28 percent of the $5 billion in total assets.

Under normal operating conditions, GPU issues its own
common stock to the public on which it pays dividends from
its earnings on the common stock of the operating companies.
The operating company dividends, and some small unsecured
lines of short-term credit, represent all of GPU's cash
resources since GPU is generally prohibited from issuing long-
term debt securities. The operating companies receive capital
contributions from the parent and obtain other capital by
issuing long-term debt securities and preferred stock.

The GPU System's normal operating methods were severely
affected by the accident at TMI-2 on March 28, 1979, and a
subsequent Nuclear Regulatory Commission (NRC) order to keep
the undamaged TMI-1 shut down until mandated changes had been
made and certified by NRC. 1/ The loss of these two units
resulted in greatly expanded replacement power purchases to
economically meet consumers' needs. The utility companies
were not allowed to recover these purchased power costs in

1/Unit 1 had been down for refueling and was ready to restart
on the day of the accident.



rates for some time after the accident and they had to be paid
for through short-term bank borrowings. All costs associated
with TMI-2 that are normally collected through customer rates
were disallowed almost immediately following the accident.
Similar costs have been disallowed for TMI-1 since the second
quarter of 1980. 1In addition, the companies have had to pay
from their earnings all costs to date for NRC-mandated changes
to TMI-1 and for the non-insured cleanup items for TMI-2.

As a consequence of the financial drain on their resources,
only Penelec has made dividend payments to GPU on its common
stock. GPU has not made dividend payments for six successive
guarters, has no market for its common stock, and none of

its companies can sell bonds or preferred stock.

AGENCIES WITH REGULATORY
RESPONSIBILITY FOR GPU

Three Federal agencies and the Pennsylvania and New Jersey
public utility commissions exercise jurisdiction over various
segments of GPU System activity. GPU's efforts to restart TMI-1,
proceed with the cleanup of TMI-2, and remain financially viable
have all been particularly affected by the regulatory controls
exercised by these entities.

The Nuclear Regulatory Commission

NRC is responsible for licensing and regulating
activities at nuclear facilities, including TMI-1 and 2,
under the Atomic Energy Act of 1954, as amended, and the
Energy Reorganization Act of 1974, as amended. This re-
sponsibility includes providing reasonable assurance that the
use of nuclear reactors does not result in undue risks to the
health and safety of the public. In accordance with this
responsibility, NRC is conducting restart hearings for TMI-1
and approves and monitors all cleanup activities at TMI-2.
NRC is also responsible for establishing specific waste
storage and/or disposal criteria and regulations, consistent
with the Environmental Protection Agency's.criteria and
general environmental standards, and for licensing and regulat-
ing long-term, high-level waste storage or disposal facilities.

The Department of Energy

The Department of Energy (DOE), in consultation with the
Federal Energy Regulatory Commission (FERC), has the respon-
sibility for assuring the reliability of electric bulk power
supply throughout the United States. The basic authority for
Federal regulation of electric utility companies comes from the
Federal Power Act of 1935. The DOE Organization Act of 1977
(P.L. 95-91) divided the responsibilities held by the Federal
Power Commission until September 30, 1977, between the Secretary
of Energy and FERC. The Secretary in turn delegated to the



Economic Regulatory Administration (ERA) responsibility for
assuring the adequacy of bulk power supply. FERC has jurisdiction
over the filed tariffs for interstate transmission of electric
power and approval of wholesale rates for electricity. It also
has jurisdiction over facility agreements, interstate transmission
rates, and capacity and energy sales between companies and between
power pools.

DOE was given additional authority in the electric power area
by the Public Utilities Regulatory Policies Act (P.L. 95-617).
ERA was empowered to (1) provide assistance on regulatory reform
and support FERC on ratemaking and cost of service matters, (2)
intervene in regulatory cases at botnh State and Federal levels on
national energy policy issues, (3) perform studies relating to power
supplies and reliability, and (4) monitor State regulatory boaies'
reviews of various rate structures and standards.

In addition to these general responsibilities related to
the electric utility industry, DOE is responsible for developing
waste disposal methods and for long-term storage and/or disposal
of both Federal and commercial high-level wastes and Federal pro-
gram transuranic contaminated waste.

The Securities and

Exchange Commission

The Securities and Exchange Commission (SEC) administers
the Public Utility Holding Company Act of 1935 (15 0U.S.C.
79, et seq.). The purpose of the Holding Company Act is
to protect the public, investors, and consumers from abuses
associated with the control of electric utility companies
by use of the holding company device. 1In part, it is a
specialized antitrust statute with the objective of reor-
ganizing and constraining the operations of utility holding
companies, and a regulatory statute providing for continued
surveillance of the corvorate structure, financial trans-
actions, and operational practices of public utility
holding company systems.

State public utility commissions

The Pennsylvania Public Utility Commission (PaPUC)
and the New Jersey Board of Public Utilities (NJBPU) have
key roles in determining the future financial viability of
the GPU operating companies. Through the ratemaking process,
State regulators may review a utility's expenses, set the
amount of revenues the utility will be able to collect, and
determine the allowable rate of return it can earn on its
investments. Through these mechanisms, the regulators deter-
mine the amount of profit a company can make,



OUR OTHER RELATED WORK

we have issued several reports closely related to the
questions addressed by this report. Our report, "Three Mile
Island: The Financial Fallout" (EMD-80-89, July 7, 1980)
provided the basis for the congressional request that ini-
tiated this assignment. 1In that report, we examined the
financial status of GPU and the problems facing the utilities
that needed resolution. We recommended that NRC expedite
the restart hearings on TMI-1 and that DOE continue the
assessment of GPU started by us and report to the Congress
on the need for any external assistance. OQur report, "The
Nation's Nuclear Waste--Proposal for Organization and
Siting" (EMD-79-77, June 21, 1979) discussed the failure
of the Federal Government to develop a publicly acceptable
nuclear waste disposal system. A letter report, "Analysis
of the Price-Anderson Act" (EMD-80-80, Aug. 18, 1980) dis-~
cussed the need to reassess the provisions of the Price-
Anderson Act 1/ as they relate to liability insurance pro-
tection afforded the puplic and the nuclear industry in the
event of a nuclear accident.

OBJECTIVE, SCOPE AND METHODOLOGY

The broad range of questions raised by the congressional
requestors required an analysis of the current situation
at TMI and GPU as well as some assessment of what the next
few years hold for the companies and their customers. The
time period covered in our analysis goes back to mid-1980,
and in some instances, extends forward to the year 2009.

Although each of the three operating companies func-
tions as an independent utility, much of the administration,
technical support, and documentation for their operations
are maintained at the GPU headquarters at Parsippany, New
Jersey. Consequently, almost all of our work with the
companies was done at that location. We held numerous
meetings with corporation officials, obtained and analyzed
documents, reports, studies, rate filings, demand and
generating capacity forecasts, and related data. We also
developed the kilowatt nour (kwh) costs that would be needed
to regain and maintain some measure of financial viability.

1/The act was passed by the Congress in 1957 and is in section
170 of the Atomic Energy Act of 1954. It provides for
insurance coverage of up to $560 million for off-site
personal and property damage claims resulting from a nuclear
accident.



We also visited the TMI plant site, and discussed re-
start and cleanup issues with responsible GPU and Met Ed
officials, contractor representatives, and on-site repre-
sentatives of NRC and DOE.

Discussions were held with the president of the NJBPU
and the chairwoman of the PaPUC and their staffs concerning
GPU's financial problems and the role of the State commissions.
We met with the key staff person in the Pennsylvania Governor's
office and with Pennsylvania tax officials on the GPU insol-
vency issue.

We contacted key NRC officials responsible for both
the TMI-1 restart and TMI-2 cleanup. Copies of pertinent
NRC documents were obtained and analyzed. We also met with
DOE's Nuclear Energy staff and obtained information on their
proposed participation in the TMI-2 cleanup effort.

To assist us in making an independent assessment of
the reasonableness of GPU's proposed construction program
over the next few years, we arranged with DOE for the
necessary engineering staff to develop computer simulations
of the GPU system using 19 mutually agreed on scenarios of
facility construction and load growth. The simulations were
run on the GPU computer using our own assumptions. DOE
technical staff assisted us by analyzing the results and
discussing them with us and GPU. Load flow analyses of
the transmission system were also provided. DOE staff made
revenue requirement computations for us based on the con-=
struction activities simulated in the model, and we reviewed
these computations for reasonableness.

During the course of the audit, we met with officials
of the banks holding the short-term loan notes for GPU,
bond trustees, investment firms, private consulting
firms, engineering firms involved in nuclear plant con-
struction, other utility companies, and insurance companies.
Each of the officials contacted were considered to be experts
in their field, and they shared with us their perceptions
and/or the results of studies or analyses done on the issues
included in our assignment.

We limited our scope of work in several areas--scenario
analyses, utility bankruptcy and reorganization issues, and
options for funding TMI-2 cleanup costs. An explanation
of these limitations is provided in the body of the report
where applicable. '



CHAPTER 2

GPU'S CURRENT POWER SUPPLIES ARE

ADEQUATE BUT LONG-TERM RELIABILITY

IS QUESTIONABLE AND MORE COSTLY

The accident at TMI-2 and the lengthy delays encountered
in restarting the undamaged TMI-1l generating unit have adversely
affected the companies' pre-accident plans for maintaining
system reliability through most of the next 2 decades. The
loss of the TMI generating capacity has necessitated an un-
usually heavy reliance on purchased power to economically
meet the System's energy requirements. The abandonment of the
Forked River facility and slippages in other planned con-
struction projects will continue this trend.

Although GPU was carrying the maximum property damage
insurance available, the System has been materially constricted
in its future planning because of the financial burdens resulting
from the accident and exacerbated by the continued unavailability
of TMI-1. The financial aftermath of the accident is one of the
major factors contributing to the cancellation and deferment of
ongoing construction of needed future capacity additions. This
situation could ultimately affect the reliability of service
provided to GPU's customers and cause the power provided to
customers to be more expensive.

The System's ability to continue providing reliable,
economical power to its customers is strongly influenced by
how fast consumer demand for electricity grows over the
1981-94 study period. 1In fact, the rate of load growth
has more influence on power costs and system reliability
than other more obvious factors such as fuel prices and
construction delays. Other factors influencing the continued
supplies of reliable, economic power are (1) the return
to service of the undamaged TMI-1, (2) the continued avail-
ability of external firm power purchases, and (3) the
maintenance of a strong transmission network.

GPU's SYSTEM PLANNING HAS
CHANGED SINCE THE ACCIDENT

Prior to the TMI-2 accident, GPU ranked as the 1l4th
largest investor-owned electric utility. The total invest-
ment in the System was about $5 billion, and it collected
about $1.3 billion in annual revenues. The GPU System was
experiencing an increasing growth in electrical demand prior
to the accident. Electricity sales had grown about 4 percent
annually since 1976, and an ambitious construction program



had peen initiated to meet the anticipated future customer
demands. In addition to the 8,281 megawatts (MW) of winter
generating capability already installed on the GPU System,
the utility planned to bring at least 6 new major projects
on line beginning in 1983 and continuing until 1992. These
additions would have increased the net winter generating
capacity of the GPU System to about 10,952 Mw.

Following the accident at TMI-2, GPU significantly
curtailed its plans for future generating capacity additions.
This curtailment was caused by a number of factors including
(1) a reduction in consumer demand for electricity consistent
with national trends, (2) increased financial opbligations
resulting from TMI-2 cleanup, (3) decreased access to financial
markets, and (4) loss of revenues caused by removing the TMI
units from the companies' rate bases. The curtailed activity
involved deferring new project completion dates for several
years, or cancelling the projects entirely. The proposed 625
MA Seward No. 7 ccal plant, for example, was anticipated to
be in service by December 1985. Due to financial uncertainties,
reduced energy demands, and regqulatory delays, GPU has deferred
the completion of this unit until 1989.

The following table compares the current planning for
the GPU System with the plans in effect immediately prior
to the accident at TMI-2.

Table 1

Schedule of Slippages and Deferrals on
GPU System Before and After TMI-2 Accident

In-service
date prior Current in- Months
Unit Type Capacity to accident service date deferral
Forked River Nuclear 1,120 MW 1983 Canceled -
Seward No. 7 Coal 625 MW 1985 ) 1389 43
COHO Coal 625 MW 1588 1991 36
Undesignated Coal 625 MW 19839 1933 48
Undesignated Coal 625 MW 1990 1994 43
Undesignated Coal 625 MW 1992 1995 36
Undesignated Coal 625 MW 1994 1996 24
Undesignated Coal 625 MW 1996 1997 12
Pumped Storage Hydro 850 MW 1991 - 1994 36
Pumped Storage Bydro 1,000 MW 1993 Canceled -
Undesignated Coal 625 MW - 1998 -
Undesignated Coal 625 MW - 2000 -
Ontario Hydro a/Purchase 1,000 ¥W - 1985 -

a/Although this capacity addition had been tentatively considered
prior to the accident, considerations were formalized as a
result of the accident.



GPU SERVICE HAS BECOME MORE

COSTLY AND LESS RELIABLE

The accident at TMI-2 not only had a significant impact
on the financial integrity of the GPU System, but also placed
it under stress from a technical standpoint as well. The
outage of the two units at TMI reduced System capacity by
1,656 MW, or about 21 percent of total net capacity.

To offset the loss of this source of relatively inexpen-
sive energy, large amounts of replacement power have been pur-
chased at costs ranging from $20 to $25 million a month. Power
purchases in 1380 totaled over 12 billion kWh--nearly three
times the amount purchased in 1978. The GPU System currently
has short-term purchase contracts for over 1,600 MW of
capacity and associated energy with utilities outside its
System. Because of the current excess generating capacity in
neighboring utility systems, as much as 1,200 MW in additional
capacity may be obtained through these purchase contracts.

In planning for future System requirements, GPU is cur-
rently negotiating for the purchase of 1,000 MW of capacity
and associated energy under either a firm l0-year contract
with a Canadian power supplier or with other potential long-
term power suppliers. If the negotiations are successful,
facilities may have to be constructed before the power can be
brought into the GPU system. Under the proposed schedule for
the Canadian project, this additional source of power could
be available by January, 1985.

Other measures affecting reliability--in addition
to the power purchases--have been required as a result of
the loss of the TMI units and cancellations and delays
of proposed generating facilities. Because of continuing
cash constraints, a program designed to curtail construction
and maintenance expenditures has been instituted at each of
the companies. A separate austerity program reflecting
reduced budget levels has been instituted for Met Ed. The
program is based upon meeting minimum System needs, and
according to company officials, provides less than prudent
levels of cash outlays necessary to maintain System reli-
ability, provide acceptable emergency response, and serve
the economic and social interests of Met Ed's service
territory.

The curtailment in expenditures covers a broad range of
System functions, from reductions in expenditures for opera-
tions and maintenance in generation, transmission, and distri-
bution to restricting maintenance at TMI-2. Since technical
operations have been curtailed, other reductions in Met Ed's
workforce have occurred which may affect service to customers.
Personnel reductions have touched even the most routine



service activities such as tree trimming. For the period 1976
through 1980, this item alone has resulted in a 12-fold increase
in the average customer outage time due to tree-related causes.
The austerity program has also affected new customer hookups,
causing them to take longer than normal. These changes, while
not immediately visible throughout the GPU service area, will
probably become more apparent as the austerity program continues,
and could cause future service to be somewhat more expensive and
less reliable.

CHANGES IN LOAD GROWTH AND
CAPACITY ADDITIONS AFFECT

GPU SYSTEM

DOE staff performed a detailed analysis of the future re-
liability and cost of power for the GPU System as part of our
study. The approach used by DOE, and agreed to by us, developed
a base case scenario using the currently planned GPU capacity-
addition schedule and load growth forecasts through 1994. The
base case assumes a financially-sound GPU System., Eighteen
additional scenarios were developed by varying the base case
capacity additions and load growth assumptions. For each of
the 19 scenarios, GPU's incremental revenue requirements were
calculated and the overall System reliability was assessed.

DOE and GAO selected the scenarios to indicate the possible
operating conditions and revenue requirements for the System
under differing assumptions regarding fluctuations in the
consumer demand, variations in the planning and scheduling

of additional generating capacity, and the availability of both
TMI generating units,

A major focus of the study was on the economic value of
the TMI units to the GPU System. Since many of the capital
projects planned by GPU will have economic lives beyond 1994,
and the operating licenses for both units are scheduled to
expire in 2009, we calculated GPU's incremental revenue
requirements--costs associated with buildirng new facilities
and providing power--to 2009. We did this to better illustrate
the useful value of the TMI units to the System and allow
comparisons between various System configurations over the
economic lives of the projects considered. The incremental
revenue requirements shown in our scenario analyses, therefore,
reflect the value of the production facilities installed between
1981 and 1994 but operated through the year 2009.

For comparability, all costs in the scenario analyses were
"levelized" to reflect the magnitude of change from the base
case. Levelizing illustrates what the average annual cost would
be--taking into account the time value of money--if the cumulative
present value of revenue requirements were spread evenly over
each year of the life of the asset. The actual amount of revenues



collected through rates each year will vary from the levelized
figure because near-term annual cost increases are small, with
larger increases occurring in the latter years of the study
period due to the escalating cost of doing business.

GPU is a member of the Pennsylvania-New Jersey-Maryland
Interconnection (PJM). PJM's purpose is to provide, through
contractual agreement among the members, the service, reli-
ability, and economy that would result if PJM were one company
while recognizing individual company constraints. In daily
operation, the amount of interchange power flowing between GPU
and the rest of PJM is a function of several factors on both
systems such as system demand, fuel type and cost, and avail-
ability of generating capacity. The reliability of the GPU
electric system is a function of the reliability maintained
throughout the entire PJM generating and transmission systems.
However, an indication of GPU's System reliability may be
provided by analyzing its generating capacity reserve margins
and the amount of electric power GPU sells to and buys from
PJM (net interchange).

Our analysis of GPU's current and projected reserve margins
under the various capacity additions and load growth scenarios
showed a relatively consistent relationship between reserve
margin levels--which normally indicate a level of system
reliability--and quantities of energy interchange with PJM.

We noted that the quantity of energy interchanged tended to
increase as GPU's reserve margins decreased. Therefore, in
our scenario analyses, we have used the energy interchange
levels as an indicator of the relative reliapbility of the
GPU System.

GPU's planned System

confiquration and

scenari1o modifications

The base case, used to determine the effects of changes in
future System configurations, was developed 'from the latest
available load growth and capacity addition forecasts published
in October 1980, by GPU. The forecasts show a compound annual
load growth rate of 2.6 percent over the period 1981 to 19Y4.
In order to meet this projected demand for electricity, the
company anticipates returning TMI-1 to service in 1982 and
TMI-2 to service by 1988 as well as relying on firm power
purchase arrangements. Although some small capacity additions
are anticipated by 1985, no new major generating units are
expected to be in service before 1989. Between 1989 and 1994,
however, GPU sees a need to place three 625 MW coal-fired
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generating units and one 850 MW pumped-storage hydroelectric
facility in service. Other capacity additions to the System
are expected, but these occur beyond 1994. Table 2 shows the
base case assumptions as well as the variations to the bpase
case that were used in this analysis to assess potentlal System
reliability and cost impacts.

Change in consumer demand

and capacity additions affect
cost of power and reliability

Based on an analysis of the various case scenarios, changes
in the rate of load growth, i.e., consumer demand for electric
energy, greatly influence the cost of power (or revenue require-
ments) and reliability of the GPU System. As demand increases,
more costly sources of energy must be tapped, whether they are
the utilities' own less efficient generation or higher-cost
purchases from other utilities. A decrease in demand from
the present forecasted levels permits the load to be met with
more efficient, less expensive GPU generation or outside pur-
chases. Given that construction activities planned by other
PJM utilities proceed as scheduled, interchange transactions
could produce some cost savings which would be passed through
to the consumer.

As an example, the scenario analysis indicates that if
the GPU System growth rate were reduced from the currently
projected 2.6 percent to 1.6 percent, the levelized revenue
requirements could be reduced by an average of about $469
million per year in 1981 dollars as compared to projected
costs in the base case. Conversely, a l/2-percent increase
in the load growth rate to 3.1 percent could raise the annual
revenue requirements by an average of about $311 million.
These projected savings and increases in power costs would
occur during the period 1981 through 2009.

Variations in consumer demand have a similar effect on the
projected reliability of the System. As indicated earlier,
the amount of interchange power can pbe used as a measure of
the relative System reliability because for GPU, decreased
purchases generally indicate the utility is satisfying more of
its consumers' demands with its own economical generating units.
Reduced levels of interchange tend to imply a more reliable
system. For example, the 41,329 gigawatt hours (GwH) 1/ of
interchange power in the base case would be reduced to 4,248
GwH if the rate of growth in consumer demand were reduced by
1 percent. Conversely, an increase of 0.5 percent in the
growth rate of annual consumer demand would reguire 61,360 GwH

of electric power interchange.

1/0One gigawatt hour equals 1,000 megawatt hours or 1 million
kilowatt hours.

11

ey
P T



(A

10
11

12

13

14
15
16
17
18

1A

Notes:

Table 2

Description of Scenarios For the General Public Utilities System

Load Forced Ontar 10

880 M~
growth outage Fuel Cost of Warrior  Hydro ™I-2 625 MK 625 MW PIM
rate rates prices capital MI-1 Ridge purchase Raystown  TMI-2 Seward 7 coal coal 1 coal 2 Peaking additions
Base Base Base 14.25% 1982 1982 1985 1985 1988 1989 - 1991 1993 1994 Base
1% Higher - - - - - - = - - - - - - -
1/2% Higher - - - - - - - - = - - - - -
- - - - 1983 1983 - 1986 1989 1989 - 1992 1994 1995 -
1% Lower - - - 1983 1983 - 1986 1989 1989 - 1992 1994 1995 -
1/2% Higher - - - 1983 1983 - 1986 1989 1990 - 1992 19594 1998 -
- - - - - - - - Not - - - - -
returned 1991
1% Lower - - - - - - - Not - 1991 - - - -
returned
1/2% Higher - - - - - - - Not - - - - -
returned 1991
- - - - - - Canceled - - - - - - - -
- - - - - - - - Not - - - - - -
returned
- - - - - - Canceled - Not - - - - - -
returned
- - - - Not - Canceled - Not - - - - - -
returned returned
- +5% - - - - -
- 1986 - - - - - -
- _5% - - - - -
= - ~10% - - - -
- - - - - - - - 1986 - - - - - -
- +5% - - - - - - - - - - - - Lelay nuclear
- - - - - - - - High cost - - - - - -

1. Case 1 is considered the Lase case. Capacity additions and load
growth are based on the GPU Load and Capacity Forecast dated
October 17, 1980.

2. Cases 2 through 18 and 1A show generating capaclity plans, loads,
forced outage rates and fuel prices only as they differ from the
base case. Reading across the page for a given case will show
all assumptions which have been changed from the base case (Case 1).

for cleanup



Cnanging the presently planned System configuration by
delaying or cancelling planned generating capacity additions
affects power costs amd reliability in a manner similar to that
produced by changing load growth rate assumptions. Cancelling
or delaying capacity additions increases GPU's own cost of
producing power and requires greater reliance on power purchases
from other utilities to economically meet customer needs in
its service area. Delaying, all expected capacity additions in
the base case by 1 year, for example, would increase annual
revenue requirements by $81 million and increase interchange
power by about 42 percent or 17,500 GwH over the base case.

The same delays, coupled with the assumption of increased load
growth, however, can quadruple the incremental annual revenue
requirements, and cause an additional 33 percent increase in
interchange power.

Table 3 shows the impact on revenue requirements and
interchange energy of changing the load growth rate and capacity
additions on the GPU System.

TMI restart decisions
will affect System costs
and reliability

The base case assumptions shown in table 2 on page 9
include the restart of TMI-1l in January 1982, and the return
to service of TMI-2 in 1988. The following scenario analyses
demonstrates the value of restarting these units to the GPU
System and its customers.

TMI-1 restart

GPU never envisioned a 3-year outage of TMI-1 when the
unit was taken out of service for its annual refueling on
February 16, 1979. Although scheduled for power generation on
April 2, 1979, TMI-1 was kept out of service, voluntarily by
GPU, and later by NRC orders, following the TMI-2 accident.
GPU initially expected the unit to pe restarted later in 1979,
but numerous NRC orders requiring certain technical and operat-
ing changes, safety improvements initiated by GPU, and protracted
public hearings on restart issues have kept the unit unavailable
for service. There are still a number of technical requirements
that must be successfully completed before NRC can authorize re-
start. However, GPU now expects a favorable NRC decision on
restart by October 1981, with the unit returning to commercial
operation by early 1982.

Because of the expected return to service of the unit
in early 1982, a scenario deviating from the base case only
by the assumption that TMI-1l would never be restarted was
not specifically modeled. However, by examining the differ-
ence between System configurations 10 and 12 shown in Table 3
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Changes From Base Case Revenue Requirements

Table 3

and Total Interchange Energy Resulting From

varying Load Growth Rates and/or Revising

System Configuration

System configuration

10.

11.

12.

13.

Base case
Unchanged
Unchanged

Capacity additions
delayed 1 year

Capacity additions
delayed 1 year

TI-2 replaced with
880-MW coal unit

TMI-2 replaced with
880-MW coal unit

TMI-2 replaced with
880-MW coal unit

T™I-2 not returned
to service

T™I-2 not returned to
service and no
Ontario-Hydro purchase

T™I-2 returned to
service in 1986

T™I-1&2 not returned to
service, no Ontario-
Hydro purchase

T™I-~1 not returned
to service

Annual Incremental Total net
compound load Annual Revenue interchange
growth rate Reguirements energy {(note a)
(percent) b/($, millions) (Gwi )
2.6 - 41,329
1.6 (468.7) 4,248
3.1 311.3 61,360
2.6 80.6 58,883
3.1 382.6 78,789
2.0 191.9 53,980
1.6 (305.3) 16,582
3.1 494.5 68,999
2.6 397.7 72,801
2.6 658.5 118,118
2.6 (29.7) 33,123
2.6 1,079.4 172,635
2.6 420.8 More than 113,113

but less than
172,635

a/The sum of GPU's annual purchases less sales for the period 1981-94.

b/1981 dollars.

14



page 14, we can approximate the cost to the System of not restart-
ing TMI-1 (Item 13, page 14). Under this scenario, TMI-1 is retired
by 1985 with no capacity replacement. As shown below, this would
increase the levelized revenue requirements by nearly $421 million
per year (in 1981 dollars) as compared tO the base case assumption
of a January 1982 restart.

Annual levelized
incremental
Case description revenue requirements

(millions)

Base case without TMI-1,
TMI-2, or Ontario-Hydro $1,079

Base case without TMI-2
and Ontario-Hydro (658)

Increased annual cost
attributable to not
restarting TMI-1 $ 421

Assuming the resultant costs of permanently closing down
TMI-1 were to be shared in the same proportion as the companies
are now buying replacement energy, the individual companies'
shares of the $421 million would be as follows:

Current share of Estimated annual share
replacement energy of incremental costs
(percent) (millions)
Met Ed 45.4 . $191
Penelec 18.2 77
Jersey Central 36.4 153
Total 100.0 5421

e g ot

H

The increase in annual levelized revenue requirements
of $42]1 million is only meaningful when compared to the base
case and other scenarios. Actual annual revenue requirements
would differ from year to year and could be increased or
decreased by changes in the load growth rate, the construction
of a replacement generating plant, inflation, and by utility
commission decisions on how amortization and decommissioning
costs of the retired unit would be recovered.
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TMI-2 restoration

The return to service of the damaged TMI-2 unit by 1988,
as assumned in the base case, is much more uncertain than the
date of restarting TMI-1l. Consequently, several scenarios
involving TMI-2 were developed to assess the probable conse-
quencxs of decisions that might pe made regarding its future
use. In the following sections, tnese scenarios are com-
pared to the base case and to each other in order to assess
the cost and reliability impact of various dispositions of
TMI-2.,

Comparison A (TMI-2 out, and TMI-2 back in prior to 1988)

This comparison evaluates the permanent retirement of TMI-2
relative to restoring it to service in 1386, two years earlier
than planned. If TMI-2 is abandoned and decommissioned, and
the other base case elements remain as projected, GPU's levelized
revenue requirements could increase by about $398 million per
year over the base case for the period 1981-2009. 1In addition,
GPU would have to increase interchange energy purchases by

31,472 GwH over the base case.

The completion of the Ontario-Hydro project in 1385 as
scheduled assumes added significance if TMI-2 is decommissioned.
I1f the Ontario-Hydro project is cancelled, considering that
TMI-2 is permanently retired, annual revenue requirements are
projected to increase by $658 million over the base case
for the period 1931-2009 and interchange energy purchases would
increase by 76,789 GwH for the 1981-94 period.

The early restart of TMI-2 in 1986, on the other hand,
could reduce GPU's costs and enhance System reliability compared
to the base case. If TMI-1l is restarted in 1982, and the
Ontario-Hydro project is completed in 1985, a 1986 TMI-2 restart
date could result in a decrease in annual revenue requirements
of $29.7 million from the base case. Furthermore, GPU's reliance
on interchange power would be reduced by almost 8,000 GwH to
about 33,100 GwH for the period 1981-94.

Comparison B (TMI-2 retired but replaced with a coal unit)

This comparison evaluates the base case with a System config-
uration in which TMI-2 is decommissioned and its capacity is
replaced with an 880-MW coal-fired unit in 1991. With an annual
load growth rate of 2.6 percent, levelized revenue requirements
would increase by about $192 million and interchange energy
purchases would increase by about 13,000 GwH when compared to
the base case.
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Tne dramatic effect of shifts in load growth rates on System
costs and reliability is particularly noticeable in this comparison.
Reducing the annual load growth rate by 1 percent and replacing
TMI-2 with a coal-fired generating unit decreases GPU's annual
revenue requirements by over $305 million as compared to thne
base case. The reduced consumer demand would also result in
reducing interchange energy purchases by 24,747 Gwid compared to
the base case and 37,398 GwH when compared to the 2.6-percent
growth rate scenario. If, however, the load growth rate increases
by only U.5 percent per year, the annual revenue reguirements
would increase from $192 million to $495 million and interchange
energy purchases would increase by 15,019 GwH when compared
to the 2.6-percent load growth scenario.

Comparison C (TMI-1, TMI~-2, and Ontario-Hydro out)

This comparison evaluates the GPU System configuration
over the next 14 years with no TMI units in service, no Ontario-
dydro project, and an annual compound load growth rate of 2.6
percent. Under these assumed conditions, annual revenue require-
ments could increase by about $1.079 billion when compared to
the base case. This higher cost results from the need to increase
interchange energy purchases to a possible total of 172,6U0 Gwd
to economically meet consumer demand.

ADEQUACY AND RELIABILITY OF

GPU'S TRANSMISSION NETWORK

All three of GPU's subsidiaries are interconnected with
the PJM power pool. The PJM pool also includes interconnec-
tions with other utilities in the region, and operates tnhe
entire interconnected system as one large system in order to
obtain the most economical balance between consumer demand
and production costs. Projected power flows on transmission
lines were analyzed using computer simulation as a means of
determining the adequacy and reliability of GPU's System and its
relationship with the PJM power pool. Thesé techniques can
identify potential problem areas by altering the configuration
of the transmission system and noting changes in various para-
meters of the Systems' operation.

The geographic location of TMI's generating capacity in
the PJM System had supported the PJM voltage prior to the accident.
The power flow analysis indicated that under some conditions,
the lack of the TMI generating capacity in the eastern portion
of the PJM power pool could result in some reductions in voltage
levels. The analysis also indicated that some isolated minor
power overloads and voltage fluctuations may occur, but these -
could be corrected by system operators. The corrections would
regquire, however, that some generating units may have to be
operated uneconowically, resulting in some incremental Increases
in power production costs.
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Based on the results of the load flow analysis for the
GPU and PJM systems, it appears that the integrated transmission
network could respond to single major facility disturbances
without adversely affecting the adequacy or reliability of
power supplies to GPU's customers. The loss of the TMI genera-
ting capacity has placed a greater purden on some aspects of
PJM's operations, but only at the expense of a slight reduction
in overall system reliability.

CONCLUSIONS

The energy production costs and reliability for the GPU
System result from the interrelationships of the following
fluctuating and critical factors--(1l) consumer demands,

(2) generating capacity used to meet consumer demand, and
(3) the extent to which GPU must purchase interchange elec-
tric power